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Abstract: Variation in writing is highly frequent at both the visual and the functional levels. However, as of yet,
the associated notion of allography has not been systematically described. In this article, two major types of
allography are proposed: graphetic allography, conceptually comparable to allophony, depends on visual
similarity and captures how concrete units are associated with visual abstractions, i.e., how three graphs in
<cabana> are instances of the basic shape |a|. Graphematic allography, conceptually closer to allomorphy, does
not depend on visual similarity but groups together units that share the same function, i.e., represent the same
linguistic unit (phoneme, syllable, morpheme, etc.) and are complementarily distributed, meaning there exist no
contexts in which they contrast. An example is the positionally conditioned alternation between |o| vs |g| for the
Greek grapheme <o>. By means of a number of criteria, subtypes of graphetic and graphematic allography are
proposed and examples are given from different writing systems. A special case that is discussed is the complex
phenomenon of capitalization. Additionally, examples of variation phenomena that are not included in the
concept of allography are given, and orthographic variation is addressed as a marginal case of variation
dependent on the norm rather than the system.
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1 Introduction

In language, variation is ubiquitous. Virtually every time a person speaks, variation plays a role at some level, be
it in the choice of words or the pronunciation of an utterance. Against this background, it is not surprising that
variation has emerged as one of the core phenomena studied in linguistics. And not only speech but also writing
is affected by it. Examples are the difference in the outer form of a written utterance when jotting something
down hastily on a shopping list vs penning something meticulously on a greeting card, but also the alternation
between uppercase and lowercase letters in different positions of a written sentence.

Although writing is, like speech, a modality of language, and research on writing, a field that can be
termed grapholinguistics (from German Schriftlinguistik, cf. Neef et al. 2012 f.), is becoming increasingly
accepted in linguistics, variation in writing remains a largely understudied topic. More than two decades
ago, Coulmas (1996: 174) observed that there was “no general theoretical model for categorizing graphs as
allographs of a grapheme in a given writing system”. This situation has scarcely changed. Moreover, what
Coulmas mentions is a simplification of the many facets that constitute the complex phenomenon of
variation in writing. While concepts such as allophony and allomorphy have entered mainstream linguistic
discourses long ago and have developed into well-described and clear-defined concepts, the notion of
allography, much like the closely related notion of grapheme, remains more or less a mystery. While there
exist descriptions of writing systems, the majority of them introduce and work with individual descriptive
categories tailored to the specific writing system in question. This is an understandable reaction to the
seemingly insurmountable diversity of the world’s writing systems and the associated lack of established
and universal descriptive categories such as phoneme and morpheme in phonology and morphology.
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However, settling for highly individual descriptive categories and altogether avoiding the search for a
more universal way of describing writing is what has created this situation of a conceptual and
terminological grapholinguistic vacuum in the first place, and adhering to this practice only perpetuates
it. This, in turn, complicates both the construction of a general theory of writing and, in consequence, any
reasonable structural comparison of diverse writing systems.

The lack of attention that the concept of allography has received concerns primarily descriptive works in
which the matter is most often oversimplified. Daniels (2017: 88), for example, who rejects a concept of
grapheme, discarding it as a “scientific-sounding word for ‘letter’ or ‘character’”, adds — in parentheses,
nonetheless — that “‘[a]llograph, however, remains useful for conditioned variants of lettershapes”.
A definition of letter shapes or an explanation of the mentioned conditions, however, is sorely lacking. Qiu
(2000: 297), in his description of the Chinese writing system, writes that “[a]llographs are characters which
have the same pronunciation and meaning but have different outward forms. Strictly speaking, only
characters which are used in completely the same way, that is, alternate forms of a single graph, can be
called allographs”. While this is already a more detailed definition, questions do remain: What are graphs
supposed to be in this context? Are they not commonly understood to be concrete realizations of a
grapheme? In his textbook on writing systems, Rogers (2005: 10-11) vaguely defines “graphemes as classes
of allographs” and adds that “[a] grapheme often has a good deal of allographic variation related to style of
handwriting or printing”. He obviously speaks of the visual level and thus a different phenomenon than Qiu.
Roger’s brief treatment of allography is all the more surprising since he mentions that the “nature of
allographic variation and its conditioning factors is more complicated for graphemes than for phonemes”.
A concept of allography that captures precisely this complexity remains a desideratum.

Aside from descriptive works in grapholinguistics and general linguistics, the lack of a concept of
allography also affects psycholinguistic research and specifically questions concerning processes of
reading and writing. Here, the lack of a definition of different types of allography is detrimental, resulting
in a confusing situation in which altogether different phenomena are blanketly labeled as allography,
which complicates considerably a straightforward comparison of psycholinguistic research on writing and
an integration of otherwise valuable findings into more general models of reading and writing. For
example, the question of whether readers and writers store visually dissimilar but co-occurring allographs
such as |o| vs |g| in Greek separately or as variants of a grapheme (cf. also, for example, Yakup et al. (2014)
and Friedmann and Haddad-Hanna (2012) for diverging opinions concerning the psychological status of
positional allographs in Arabic) does not invoke the same type of allography as does the question of why
users have difficulty producing from memory closed-loop |g| (as opposed to open-loop |g|) although it is
ubiquitous in their visual input (cf. Wong et al. 2018), and the type of allography addressed by this
question, in turn, differs from the allography relevant in evaluating whether serif or sans serif typefaces
are more legible (cf. Arditi and Cho 2005). Obviously, a clear-cut structural definition of allography would
allow for a better operationalization in the design of different psycholinguistic experiments and, in the
crucial next step, a better interpretation of results and a more theoretically sound assumption of models.

By finally addressing the question “What is allography?” in detail, this article proposes a typology of
phenomena that pertain to structural variation in writing at both the visual and the functional levels. It
not only constitutes foundational research for the young subdiscipline of grapholinguistics but, as
mentioned above, also provides welcome input to other disciplines interested in writing. It is structured as
follows: Section 2 provides a concise overview of the structure of writing systems. The central notions of
graph, basic shape, and grapheme will be introduced. Section 3 then presents the first major type of
allography, graphetic allography, with its syntagmatic and paradigmatic subtypes. It is constituted by
variants that exhibit visual similarity and can, thus, be identified solely on visual grounds. In Section 4,
graphematic allography will be characterized. For this type of allography, visual similarity is not required,
which is why function is crucial and the assignment of allographs to the same grapheme becomes the
deciding criterion. Section 5 briefly addresses orthographic variation, a type of variation determined by the
standardization of the writing system. Finally, a summary is given, remaining questions are collected, and
an outlook is given in the conclusion in Section 6.
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Figure 1: Multimodular model of writing systems.

2 A brief overview of structural grapholinguistics

Similar to how language consists of various subsystems, including phonology, morphology, syntax, etc., writing
systems are semiotic systems and, as such, consist of subsystems, or modules, which is the basis of Neef’s (2015)
multimodular theory of writing systems. Figure 1 shows a modified version of it. If, as is the consensus in modern
linguistics, the narrow definition of writing is adhered to, in which writing is interpreted solely as the visual (or
tactile)! representation of language, i.e., specific linguistic referents as opposed to ideas, concepts, etc., then the
underlying module of writing systems is a specific language system. For the English writing system, it is English;
for the Chinese writing system, it is (a variety of) Chinese. These language systems consist of units and structures
at various levels: the phonological, morphological, etc. The visual/tactile, i.e., the material part of a writing system
including scripts as inventories of graphic shapes, is contributed by the graphetic module. The core of a writing
system, however, is the graphematic module: it relates material units to linguistic units and thereby constitutes
graphematic units such as graphemes but also larger ones such as written words or sentences. While the modules
mentioned so far are obligatory, the orthographic> module is optional. As a standardization, it acts like a corset
around the other modules and restricts the use of graphematic and, though to a lesser degree, graphetic resources
provided by the writing system. For example, *<foks> might, in a given context, be easily deciphered as “fox”, but,
as the asterisk® highlights, even though it is a graphematically licensed spelling, it is orthographically incorrect,
i.e., it does not conform to the orthographic norm of English. System and norm, thus, are two different phenomena
(cf. also Berg 2016). Here, we are only interested in the system (but cf. Section 5 for normative aspects).

1 Although sometimes, in restrictive conceptions of writing (cf. Gliick 2016: 593), braille, which is tactile, is not regarded as a
form of writing (or simply not mentioned as such), it is a graphic representation of language, and I argue it should be counted
as writing. “Graphic”, which derives etymologically from Greek ypdpw graphd “scratch, carve” emphasizes this broader
reading. This article, however, will focus on the visual form of writing.

2 This means I do not regard orthography and writing system as synonyms. Instead, orthography — as is aptly illustrated by its
etymology, see Greek opfd¢ orthés “right, true (also: straight, erect)” —is to be understood as the standardization of a writing
system (cf. Kohrt 1990: 116). It deals with the question of how to write (or spell) correctly with respect to external, explicit
norms. Therefore, it is not to be conflated with the internal and implicit regularities that a writing system and its resources
display — these are studied by graphematics (cf. Diirscheid 2016: 128) or, if they concern the visual resources of writing,
graphetics.

3 In linguistics, the asterisk usually marks ungrammatical structures or utterances (or, in historical linguistics, reconstructed
structures). However, in grapholinguistics, the asterisk can signify orthographically —i.e., prescriptively — incorrect spellings
(cf., for example, Neef 2005). This use clearly differs from the marking of ungrammaticality, as *<foks>, for example, is not an
“ungrammatical” spelling — precisely because it is found in the graphematic solution space of the English word fox.
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Figure 2: Hierarchy of units of writing systems illustrated by the graphematic representation of /f/ in German

When it comes to the concepts relevant to the description of writing systems, three are central for the
ensuing characterization of allography: graph, basic shape, and grapheme (cf. Figure 2).* Graphs, which
are sometimes also referred to as glyphs (cf. Neef 2015: 711), are concrete realizations; each graph is a
unique physical event. When writing <matter>, six graphs are produced. Two of these graphs can be
subsumed under the same category, |t|. |t| is a so-called basic shape (from German Grundform, cf. Rezec
2013). It is “an abstract [...] unit” constituted by “a group of geometrical distinctive features which a
written mark must have so that a literate person will recognize it as an embodiment of a certain” category
(Herrick 1974: 11). Thus, the basic shape is visually defined, but the fact that it is at the same time an
abstraction makes it hybrid in being a graphetic unit despite being abstract.® What is constitutive for its
identity as a unit are its distinctive visual features, and these are the number and nature (including the
relative size) of segments of a basic shape as well as the spatial and topological relation between these
segments. |X| and |T|, for example, both consist of two straight lines, but these lines are arranged
differently in space and are characterized by different junctions.” As will be shown below, |a| and |a| are
distinct basic shapes precisely because they differ in the mentioned visual features. While they are
obviously related, this relation manifests itself only at a higher level, the level of graphemes, the
grapheme being the third central unit in the description of writing systems. The definition and even
usefulness of the grapheme have often been debated, up to the point where some scholars claim it is a
concept that should be abandoned (cf. Share and Daniels 2016: 23). A detailed characterization is
obviously beyond the scope of this paper. It suffices to say that even though |a|] and |a| are visually
distinct, they are — in most writing systems® — assigned to the same grapheme, in English <a>.® In brief, in

4 This trichotomy is not new. It was described, for example, by Rezec (2013), but renditions of it —using different
terminology — were mentioned as early as in Veith (1973).

5 Graphetic units are enclosed in vertical strokes | | and graphematic units in angle brackets < > (cf. Berg & Evertz 2018: 190).
Since I want to make a further distinction between different graphetic units, basic shapes — as the central graphetic units — are
enclosed in single vertical strokes | |, while graph classes are enclosed in double vertical strokes || || and concrete graphs in
triple vertical strokes [|| |||. This precise differentiation might seem cumbersome, but a notational differentiation is necessary.
6 For an analogy in phonetics/phonology, consider the sounds listed in the IPA. They are categories of sounds that differ
phonetically. They are not concrete sounds (i.e., phones), but without the context of a given language’s phonology, they are
also not phonemes. These sounds in the IPA are to phonetics and phonology what basic shapes are to graphetics and
graphematics.

7 The switch from the concrete graph level to the abstract basic shape level also highlights the difference between signal and
symbol graphetics (cf. Glinther 1990). As these designations imply, signal graphetics deals with signals, i.e., physical events,
and studies them with methods from the natural sciences. Symbol graphetics, on the other hand, is interested in the categories
to which these physical events can be assigned, and, crucially, in the possible value these categories have for linguistics.

8 Note that in IPA, which is, however, not a writing system (but cf. Neef 2015), |a| and |a| have distinct values.

9 The symbol that is used for the notation of a grapheme — an abstract emic unit - is, in theory, arbitrary. What is commonly
chosen is the basic shape that materializes the grapheme. In cases in which there is more than one basic shape for a
grapheme - as in |a] and |a| - different criteria can be prioritized to make a choice. These criteria do not have to be
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the present framework, a grapheme semiotically relates a basic shape (or multiple basic shapes) to a
linguistic unit'® (or multiple linguistic units). A grapheme must (1) differentiate meaning as in <far> vs
<for>, must have (2) linguistic value, i.e., refer to a linguistic unit, such as the <a> in <far> which
corresponds with the phoneme /a/,'* and must (3) be minimal, i.e., must not consist of units that are
themselves graphemes: <ng> in <sing> is not a grapheme since there are minimal pairs for both
constituents such as <sing> vs <sink>, meaning <n> and <g> are graphemes individually (cf. Meletis
2019). Since, in English, there are no minimal pairs for |a|] and |al|, they are not separate graphemes but
variants of one grapheme, i.e., allographs (cf. Section 4.1).

3 Graphetic variation and allography

Wherever there is writing, there is graphetic variation.!? Every person who writes by hand has individual
handwriting, and typographically, thousands of typefaces exist for most of the world’s scripts, including
Roman, Cyrillic, Arabic, and Chinese.

When writing by hand, each person’s handwriting has a specific visual appearance and so does every
typeface. Different people’s handwriting and different typefaces (or even just styles of typefaces such as
the roman, bold, italic styles of a given typeface, e.g., Times) can be conceptualized as so-called
inventories. Prior to the writing process, an inventory is fixed either by the fact that the person who is
writing by hand has specific handwriting or, in the case of typing, by the choice of a given (style of)
typeface. Crucially, inventories are visually distinct: though there may be remarkable similarities between
them, the appearance of handwriting inventories usually differs from writer to writer, and typefaces, i.e.,
typographic inventories, too, vary in visual respects, even if sometimes only slightly.®> Note that even the
visual appearance of a single person’s handwriting inventory commonly varies depending on the
communicative writing situation (including formality and the relationship between writer and
addressee —in cases in which there is an addressee) but also due to physiological and motor factors

sophisticated: in this article, |a| is chosen for the grapheme <a> because it is the default in the typeface in which the paper is
set. In theory, the very same grapheme could also be written as <a>, |a| being the default in handwriting, for example.

10 I am thankful to an anonymous reviewer for pointing out that it is odd to state that graphemes are related to linguistic
units, since graphemes are themselves linguistic units. This is certainly true. However, I do want to note that the status of
phonemes, morphemes, etc., vs graphemes as linguistic units is indeed different, rendering the picture a bit more complex:
phonemes and morphemes are units of language that not only exist in every language system but are constitutive of language
systems. Graphemes only exist in languages that are equipped with writing systems (and there do exist many languages
without them) and are, thus, logically dependent on preexisting “linguistic units” such as phonemes and morphemes. Without
wanting to adhere to the dependency hypothesis (cf. Diirscheid 2016: 36 f.), it can be stated that due to the phylogenetic and
ontogenetic differences between phonemes, morphemes etc., on one hand, and graphemes on the other hand, the former are
linguistic units of a first order and the latter linguistic units of a second order. When I speak of “linguistic units” in this article,
I refer to the former.

11 Criterion (1) is typical of the analogical definition of the grapheme, where graphemes are discovered analogously to
phonemes by means of (structuralist) minimal pairs, whereas criterion (2) is typical of the referential definition of the
grapheme, where graphemes are defined as depictions of phonemes (for a review of these competing views, cf. Meletis 2019:
Section 2.4). And, notably, in recent alphabet-based approaches of German grapholinguistics, the grapheme is defined as the
lowest suprasegmental unit in a hierarchy of suprasegmental graphematic units (cf. Berg et al. 2016).

12 Variation is not only to be understood in a syntagmatic sense in which the different tokens of one type are compared with
each other but also in a paradigmatic sense in which types are related to other types. Even if someone was to produce only a
single graph, this graph would be a variant — in a paradigmatic sense — of all the graphs that could have possibly instantiated a
given basic shape. As Spitzmiiller (2013: 212) observes, variation is not choosing between different possibilities of graphically
communicating “something”, as this “something” is rather constituted by the choice in the first place.

13 As Hamp (1959: 2) remarks, “[m]any of these [typefaces, D.M.] are characterized in such subtle ways that the average
person is not aware of their individuality as such”.
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such as fatigue (cf. Parush et al. 1998) or external aspects of the writing process such as pen pressure, pen
grip, speed, etc. (cf. Van Drempt et al. 2011).

Since handwriting (or chirography) and print (or typography) pose different challenges to allography,
they are often separated (cf. Fuhrhop and Peters 2013: 207). Once their differences have been dealt with,
however, there is no reason not to consider both in the same conceptualization of allography. They differ
mainly in the visual similarity between graphs: When writing <cabana> by hand or when typing it, six
graphs are produced. Obviously, in this word, whether handwritten or printed, three of the six graphs are
visually similar or, in print, almost identical. Due to the manner in which it is produced, handwriting is
not constant, but dynamic in its appearance. Thus, graphs that are assigned to basic shapes will never
look exactly the same. For <cabana>, there is, of course, a theoretical possibility that two or even all three
of the graphs instantiating |a| look exactly the same, at least to the human eye, even if the likelihood is
much greater that they differ visually at least in some details. This variability of graphs applies to
handwriting more so than to print, i.e., typographically produced or digitally presented writing, since
typefaces are usually constant.’* In print or digital typography, therefore, the possibility of making a
conscious style choice at the level of graphs is limited to the choice of typeface itself, and this choice
either precedes or follows the writing (or typing) process. Thus, the potential of sociosemiotic self-
referencing is not granted directly by the appearance of the typeface, which the producer of a text
typically has no influence on, but rather by the choice of a preexisting typeface.’®> Then, once a typeface
has been chosen, the graphs that are materialized and assigned to basic shapes are visually constant.

The first type of allography to be addressed is graphetic allography. It is constituted by the
relationship between graphs which are assigned to the same graph classes and graph classes which are
assigned to the same basic shapes (cf. Figure 3). Visual similarity is a deciding criterion the same way
phonetic similarity is a deciding criterion in allophony: units must always be visually similar both to each
other and to the visual configuration of the abstract unit at a higher level in order to be regarded as
graphetic allographs. Visual similarity is defined by a similar or identical (1) number of segments that two
(dis)similar units are composed of, the (2) relative size of these segments, their (3) arrangement in the
writing space, and their (4) topological configuration, i.e., (dis)connections, junctures, etc. There are two
types of graphetic allography, and the difference between them is constituted by the notion of inventory
introduced above.

3.1 Intrainventory graphetic allography

The first subtype is intrainventory graphetic allography. As mentioned above, what precedes the writing
process is the choice of an inventory: when a person decides to write by hand, the inventory is their
handwriting, and when a person decides to write typographically, the inventory is the (style of) typeface
they choose. Against this background, reconsider the production of the written word <cabana>. Whether
in handwriting or in print, when this word is materialized, three graphs are produced that are visually
(very) similar.® Since it is uncommon (although not impossible) to switch to another inventory within the
context of a single written word (as in <cabana>), these three instantiations are members of the same

14 This claim must be relativized. Even when set in the same typeface, different graphs of a basic shape can differ within the
same printed product of writing. Just to give an example: when the ink of a printer is slowly running dry, the color and quality
and even shape of the individual graphs on a page might differ noticeably (Andi Gredig p.c.).

15 Note that people simply might not change the default typeface preset in an application, for example, Calibri (or in the past
Times New Roman) in Microsoft Word. In this case, they have not actively chosen a typeface and might not even have given the
use of typeface a thought. Notably, this non-choice can also have sociosemiotic potential, i.e., convey information about the
producer of a given document.

16 Note that all graphs in a (style of a) typeface — not just the ones instantiating the same basic shape —are in a way visually
uniform, e.g., with regard to stroke weight, stroke contrast, and stress angles. This so-called font regularity (cf. Gauthier et al.
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Figure 3: Overview of type-token-relationships in allography.

inventory. In this context, a first abstraction can be performed and concrete graphs can be assigned to the
so-called graph classes. Graph classes capture the fact that three graphs produced in the same inventory
will be more visually similar than |[|al|| is to |||a]||, two graphs from Courier New and Arial, respectively.
Visually similar graphs within a given inventory are referred to as intrainventory graphetic allographs.

They are in a syntagmatic relation as they occur simultaneously on a linear axis in slots in which
allographs of the basic shape |a| need to be produced. Note that they are also in a paradigmatic relation:
they are members of the same graph class and, in turn, the same basic shape |a|, but they are not identical
due to being concrete unique physical objects. In theory, intrainventory graphetic allographs are not
bound to a given position, meaning they are substitutable for each other within a given syntagma (e.g.,
the word <cabana> or a larger context such as a document set in one typeface or written in a given
person’s handwriting). This means they are (relatively) free allographs. However, since they are located at
the lowest etic level, where, especially in cursive handwriting, coarticulation is of relevance, there are
limitations to the notion of free.'”

2006: 555) has a beneficial effect on reading processes as the processing system “[tunes] itself to exploit regularities of a font”
(Sanocki and Dyson 2012: 133).

17 At the concrete level of production, in handwriting, coarticulation plays a certain role: at least in cursive handwriting,
graphs that are produced are connected to each other and may adapt their shape to the graphs that precede and follow.
Therefore, even intrainventory graphetic allographs might not be completely substitutable. In typography, too, there are types
of coarticulation such as ligatures: for some combinations of basic shapes, in many typefaces, special connections are
programmed, as for the combination of |f| and [i]. Thus, a concrete |||i||| that is produced after an |||f||]| might not always be
substitutable for a different |||i|||, even if that different |||i||| occurs in the same word, cf. <finish>.
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3.2 Interinventory graphetic allography

Interinventory graphetic allography concerns allographs from different inventories: in the three
instantiations <cabana>, <cabana>, and <cabana>, distinguished by the use of different typefaces,
three different graph classes are associated with the basic shape lal: [lall, [|a|, and [|all. Thus,
interinventory graphetic allography is paradigmatic in nature, as ||all, ||a]|, and ||al|| constitute a paradigm,
the paradigm “possible instantiations of the basic shape |a|”. Note that they are not concrete graphs but
graph classes. In larger contexts, e.g., whole layouts in documents, books, etc., interinventory graphetic
allographs can co-occur if different typefaces are used next to each other, which is common (e.g., sans
serif typefaces for headings, serif typefaces for running text).

Interinventory graphetic allography subsumes the above-mentioned intrainventory allography (cf.
Figure 4): in <cabana>, for example, only one interinventory graphetic allograph (the graph class ||al|),
but three intrainventory graphetic allographs of |a| are produced (which are underlined). This is the case
regardless of which inventory is used to write the word. The crucial difference between the two types is
that, as the name implies, interinventory graphetic allographs do not occur in the same context and are
determined by the inventory that is used. A Courier New graph [||a[|| only occurs in the inventory “Courier
New”, an Arial-||a||| only in the inventory “Arial”. To sum up, intrainventory graphetic allography is
largely a syntagmatic phenomenon (and marginally a paradigmatic one), while interinventory graphetic
allography is an exclusively paradigmatic phenomenon. As they are subtypes of graphetic allography, for
both, visual similarity is crucial.

3.3 Suprasegmental graphetic variation

While I would reserve the term allography for segmental alternations, graphetic variation occurs not only
at the segmental level, i.e., the level of individual graphs. Take as an example the sentence <I do not
believe this is true.>. Here the main function of the visual feature italics or more generally, the switch to a
different inventory, is to indicate a contrast, to conceptually distinguish the word printed in italics from
not only the other words in the sentence but also the other paradigmatic possibilities that could have been
produced in its slot, mainly the nonitalicized <not>. Its function, thus, is contrastive, and it only works
suprasegmentally, since if an italicized word occurred in isolation or all words in a sentence were
italicized, no such contrast would be constituted (cf. Meletis 2015: 144-150). Even if this contrastive
suprasegmental function can be interpreted as linguistic, as it most certainly involves linguistic
levels — textual, pragmatic, discourse levels —it is not regarded as denotative, since the sequence of
graphemes materialized by the graphs in <not> still corresponds with both the same phonological

inventory
¢ Y
JE | cabana
i
®E
=2 1 cabana
g A

>
syntagmatic
intra-inventory allographs

Figure 4: Intrainventory and interinventory graphetic allographies.
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representation and the same semantics as the nonitalicized <not>.'8 This is one of the central reasons the
etic level of writing is so often discarded in linguistic research.

4 Graphematic variation and allography

Whereas graphetic allography was concerned with graphs being assigned to graph classes and to basic
shapes, graphematic allography is concerned with basic shapes being assigned to graphemes. Visual
similarity was a necessary criterion for graphetic allography, but it is not for graphematic allography, i.e.,
graphematic allographs can exhibit visual similarity but do not have to. This way, graphematic allographs
are conceptually similar to allomorphs, which can but do not have to be phonologically similar.

For the distinction between the subtypes of graphematic allography, three criteria are relevant:

(1) intrainventory vs interinventory: this category describes whether allographs occur within an inventory.

(2) free vs positional: positional allographs are complementarily distributed with respect to different
positions; their use is conditioned by the system. The (initial) choice of free allographs is free; it is, to
a large degree, a stylistic choice.

(3) externally independent vs externally determined: the default types of graphematic allography are based
on graphematics alone, whereas the externally determined types are determined by other linguistic
levels such as syntax or pragmatics. Since externally independent allography is the default, only
externally determined types will be explicitly marked in the terminology.

A phenomenon that will not be considered as allographic in the narrow sense is orthographic
variation, defined as variation that does not stem from the resources of the graphetic and graphematic
modules but from the system-external codification of orthographic rules. For the distinction between
graphematic and orthographic variation, the additional criterion (4) systematic vs normative can be
proposed (cf. Section 5). Since systematic variation is the default, only normative variation will be
explicitly marked in the terminology.

4.1 Interinventory free graphematic allography

The first type of graphematic allography is referred to as interinventory free graphematic allography. In
writing systems using Roman script, it is exemplified by the pairs of basic shapes |a| vs |a| and |g| vs |g],"®
respectively. At first glance, these pairs might appear like instances of interinventory graphetic allographs
(cf. Section 3.2). However, crucially, they are not sufficiently visually similar. Basic shapes, including
these four, are, as established above, defined by the number of segments, the relative size of these
segments, their arrangement in space, and their topological configuration. In these regards, |a| vs |q]
differ, as do |g| vs |g|, and also |b| as characteristic for print and |Z| as characteristic for cursive
handwriting, to name just a few examples. By contrast, in order to count as graphetic allographs, two
graphs may not differ with respect to these features.?? Crucially, thus, basic shapes cannot be grouped
together based on visual criteria. Nothing makes |a| visually more similar to |a| than to |o|, so visual

18 Note, however, that the prosodic properties of the entire sentence - if read aloud/spoken — might be changed.

19 In a recent study, it was found that most participants were unaware of the fact that aside from |g|, there is a second variant,
|g|. They could not retrieve this second variant from memory and had trouble recognizing it when it was presented together
with a series of ill-formed distractors (cf. Wong et al. 2018).

20 There must be some leeway for visual variation, however, otherwise readers would not be able to categorically perceive
different graphs as members of the same basic shape. This variation is often of geometric nature, i.e., the relative size/length of
segments differs from one graph to another, cf. |A| vs [A|. In the latter, the horizontal stroke in the middle of the basic shape is
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criteria could lead to wrong categorizations at the level of basic shapes. This renders this type of variation
graphematic rather than graphetic: what is decisive to identify two basic shapes as allographs is that they
are assigned to the same grapheme, i.e., that they are functionally equivalent. For example, in most
writing systems using Roman script, |a] and |a| are allographs because they are assigned to the same
grapheme <a>. They are not graphemes themselves since they do not differentiate meaning in minimal
pairs such as English <ask> and <ask>. This also means they both typically relate to the same linguistic
unit in a given writing system, e.g., the phoneme /a/. They can substitute each other, but they typically
only do so across inventories: they are paradigmatic, i.e., interinventory allographs. As such, they
are —similar to interinventory graphetic allographs Courier New-||a|| and Arial-||a||- complementarily
distributed with respect to inventories.

Accordingly, when a typeface uses |a|, it will not simultaneously use |a| — with the exception of
different styles of typefaces, as in Times New Roman, for example, where the roman variant uses |a| and
the italic variant uses |a| (cf. Rezec 2013: 245-247).2t Accordingly, styles such as bold and italics within
one typeface are also conceptualized as distinct inventories.

As the designation for this type of allography implies, the choice between |a| and |a] is, in principle,
free, but after a choice has been made, the use of either variant is constant. In this vein, Rezec (2013: 245)
speaks of consistency rules, which can be illustrated with the example ‘<egg> which at the very least
looks strange to the eye. For handwriting, it seems plausible that people who use |a| stick to it, at least
within one text. Their preferred choice of basic shapes can certainly also change as handwriting
inventories evolve over time. Also, there exists no explicit (orthographic) rule claiming that even within
one text, a person may not freely alternate between |a| and |a|, although, as mentioned, this is
uncommon.

Another well-known example of this type of allography comes from Cyrillic script. Here, the basic
shapes associated with a grapheme are conditioned by the use of cursive handwriting vs print. The default
basic shape for the grapheme <T1> is ||, but in cursive handwriting, the visually dissimilar |m| is used.
Other notable examples include |r| and |e| for <r> as well as |g| and |4| for <g>, with the first listed
allographs being used in print and the second in cursive handwriting. Note that this alternation occurs
also in typographic writing, as italic styles of Cyrillic typefaces often use the cursive allographs.

In Chinese, there exist the so-called yitizi (28 =) or variant characters, i.e., basic shapes that are in a
graphematic relation with the same morpheme.?? They are also interinventory free graphematic allographs.
Galambos (2015) provides examples: |#| and |Z| for féng “mountain top”, |&#| and |Z| for giin “group,
flock”, and |#}| and || cé for “booklet” as well as || and |#&| for Ii “inside”. In these examples, the same
two subcomponents of basic shapes are either positioned next to each other, i.e., horizontally, or on top
of/below each other, i.e., vertically.? Even though the different basic shapes, respectively, consist of the
same components, they differ visually in a salient way due to the different spatial arrangement of these
components, loosely?* similar to the way |L| and |T| are distinct basic shapes although they consist of two
straight lines. Moreover, due to positional constraints, components of Chinese basic shapes commonly
change their form when occurring in different positions inside basic shapes (see below). Aside from these
examples which are characterized by the use of the same components, there are other examples such as

shorter in length, which is why the two diagonal strokes are positioned more closely to one another. This is an example of
geometrical variation, which is perceptually less salient than topological variation (cf. Changizi et al. 2006: E119).

21 Herrick (1974: 11) even remarks that the latter basic shape, |a|, is “considered typical of the suprasegmental grapheme
‘italics™.

22 Many thanks to Zev Handel for his helpful answers to my questions about yitizi which have shaped this part of the paper.
23 “[...] the vertically stacked one is viewed as more ‘correct’ but because it is difficult to squeeze in all the components, the
horizontally-arranged one is preferred for readability” (Zev Handel p.c.).

24 Note that this comparison is reductive since the subcomponents of Chinese graphemes are most often complex, i.e.,
themselves made up of simpler components (such as lines), and often already have a graphematic function themselves, i.e.,
signaling meaning or phonological representation, whereas the lines that constitute |L| and |T| are not complex and do not
have graphematic functions. Chinese graphemes, thus, are doubly articulated (cf. Ladd 2014: Chapter 5.4.2), whereas the
letters of Roman script are not (but cf. Primus 2006 for a different view regarding Roman lowercase letters).
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|#k| and |%|, two basic shapes which share only one component but still both represent the same
morpheme yong “to chant”. Evidently, here, different basic shapes are associated with the same grapheme
that refers to a specific morpheme.?* The use of these different variants is not positionally restricted — it is
free. However, as is the case for |a| vs |a|, the use of a variant is conditioned by the inventory that is used,
which means it would be strange if two variants of the same grapheme appeared in the same portion of a
text. By contrast, it is acceptable in contexts in which more than one typeface is commonly used, e.g.,
entire layouts.

Something that must be mentioned at this point is that the choice of variants, even if it falls under the
category of “free”, might not be entirely free but conditioned by sociolinguistic factors. In this context,
Bunci¢ (2016) describes the phenomenon of biscriptality. From a sociolinguistic perspective, written
variation can be diaphasic (conditioned by registers and style), diastratic (conditioned by social strata),
diamesic (conditioned by the conceptual dimension of written vs spoken, cf. Koch & Oesterreicher 1985),
diatopic (i.e., geographical), medial (depending on the writing material), ethnic, confessional, etc. (cf.
Bunci¢ 2016). Since this article is concerned with the structural dimension of variation, these
sociolinguistically relevant conditions for variation are not elaborated further at this point.

4.2 Intrainventory positional graphematic allography

The second type of graphematic allography, intrainventory positional graphematic allography, is the type
most often mentioned in the literature. The most popular example of this type is the alternation between
the visually dissimilar basic shapes |o| and || in the writing system of Greek. Since both of these basic
shapes occur in different positions within the same text instantiated in the same inventory, they are of the
intrainventory type. Consider the pronoun <oag> /sas/ “you (2nd pers. pl. gen./acc.)”/“your” in which
both shapes occur.

While both of these basic shapes differentiate meaning, there are no minimal pairs |a| vs || since they
always occupy different positions: |g| occurs word initially and word medially, || only occurs word finally.
Thus, they are complementarily distributed with respect to word position. However, occurring in different
positions alone would not suffice to assume these basic shapes as graphematic allographs of one
grapheme. For that, it is necessary to establish that both basic shapes are in a graphematic relation with
the same linguistic unit: the phoneme /s/. Note, however, that representing the same linguistic unit alone
also does not suffice to assume allography (cf. Section 4.4).

A different well-known example of intrainventory positional graphematic allography is Arabic.
Graphemes in the Arabic writing system have up to four positional allographs: there is always a free (or
isolated) basic shape of a grapheme, and since the shapes in Arabic script are always connected, there are
connected (or ligated) shapes which are dependent on whether they are positioned initially, medially (in
the middle of two other basic shapes), or at the end of a string of basic shapes. For example, the grapheme
<o> has |o| as its isolated form, || as its initial form, || as its medial form, and |_| as its final form. A
number of graphemes are exceptions: <I>3,;9> do not have allographs that connect to the left (the writing
direction in sinistrograde Arabic script), so they only have two allographs, an isolated shape and a shape
that connects to the right (cf. Majidi 1996: 5).

Thus far, examples have only concerned the alternation of basic shapes, i.e., graphetic units that
occupy a whole segmental space on the writing surface (cf. Meletis in press). There are, however, also
cases of intrainventory positional graphematic allography that are subsegmental. Take the components of
complex graphemes in Chinese. These components — regardless of their function — can change their shape
depending on where in the segmental space they are positioned. Radical number 61, the heart radical,

25 Qiu (2000: 299-300) lists eight categories of this type of allography in Chinese. Note, however, that for most of the
examples he gives, the respective allographs cannot be exchanged since only one of them is the “present standard or
current [form]”.
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appears as |10 as an independent character; notably, when positioned at the bottom of compositional
characters, it is |/w|, while when it occurs on the left, it is +. Radicals are not graphemes themselves since
they do not meet all of the relevant criteria (cf. Section 2); however, they are subsegmental graphetic units
that do have certain graphematic functions (cf. Meletis 2019: 38-39).

4.3 The special case of case

An additional type of allography is controversially debated in the literature. It concerns only those writing
systems whose scripts offer two corresponding sets of uppercase basic shapes (or majuscules) and
lowercase basic shapes (or minuscules). This concerns the Roman, Cyrillic, Greek, and Armenian scripts
and raises the question of whether upper- and lowercase basic shapes which are conventionally paired
together are two separate graphemes or allographs of one grapheme. For English, Sampson (2015: 16,
emphasis in original) claims unequivocally — yet en passant — that “<g> and <G> would not belong to a
single grapheme; [...] the upper versus lower case distinction is significant”. For the German writing
system, in which capitalization is a more complicated matter, there exist two differing opinions. One of
these is that case is lexically distinctive and thus upper- and lowercase basic shapes belong to two
different graphemes. Indeed, minimal pairs can be found: <Arm> “arm (as in limb) noun” vs <arm> “poor
adjective”. Crucially, however, these contrasting words are not paradigmatic since, as instances of
different parts of speech, they cannot occur in the same position in a sentence. The second opinion is that
capitalization of words at the beginning of sentences as well as sentence internally can be explained with
recourse to other linguistic levels (cf. Fuhrhop & Peters 2013: 207 f.). In any case, there is not one
“capitalization” but there are instead various types of capitalization in German: the mentioned sentence-
initial and sentence-internal capitalization, but also capitalization of address pronouns (Sie/Ihre “[formal]
you, your”), capitalization of proper nouns, capitalization of conventionalized idioms (such as Schwarzes
Brett “bulletin board”), and all caps.

Sentence-initial capitalization is what unifies all writing systems whose scripts exhibit a case
distinction. In this position, majuscules function to signify the start of a graphematic sentence, as
minuscules cannot be used sentence initially (cf. Schmidt 2016). Sentence-initial capitalization, thus, is
indeed a form of complementary distribution conditioned by position and, thus, an instance of the above-
mentioned intrainventory positional graphematic allography.

Sentence and even word internally, where lowercase basic shapes are the default (cf. Primus 2006: 9),
capitalization can also occur, e.g., in the form of all caps. If a whole word in a graphematic sentence is
capitalized, as in <I do NOT believe this!>, then this represents a form of suprasegmental graphematic
variation. Similar to highlighting a string of text in bold print or italics (cf. Section 3.3), it changes the
visual appearance of a word (or sequence of basic shapes). However, when setting a word in bold or
italics, basic shapes are typically kept intact and are still characterized by visual similarity (with some
exceptions, cf. |a] vs |a| in the different styles of a single typeface, cf. Section 4.1), which is what renders
these forms of highlighting suprasegmental graphetic variation. By contrast, changing a string of
graphemes to all caps equals substituting lowercase basic shapes for respective uppercase basic shapes
associated with the same grapheme. Given that these shapes often do not exhibit visual similarity, this is a
graphematic matter.?¢

The capitalization of address pronouns such as <Sie> “you pl.” can be explained either pragmatically,
arguing that capitalization is an expression of politeness toward the addressee, or simply orthographi-
cally, since capitalization of plural address pronouns is an orthographic rule in German. This leaves one
critical case of German capitalization open for discussion: sentence-internal capitalization. Some attribute

26 Note that this may be different in writing systems using Cyrillic script, in which there is visual similarity between uppercase
and lowercase basic shapes for most graphemes as lowercase basic shapes are in most cases just smaller variants of uppercase
basic shapes, see e.g., || and x| (cf. Lockwood 2001: 309).
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it to the noun as a part of speech, positing that all nouns require capitalization. However, nowadays, a
more fine-grained syntactic explanation has largely superseded this view: syntactically, heads of noun
phrases are capitalized (cf. Maas 1992; Primus 2010: 30).

Evidently, virtually all of the contexts in which capitalization occurs are determined by external
factors, i.e., syntactic, pragmatic, orthographic, etc. The third of the criteria for graphematic allography
listed above, externally determined vs externally independent, subsumes these different cases of
capitalization in German. All of them are instances of externally determined intrainventory positional
allography, with the external determinant unspecified since it must be identified distinctly for each type.
The alternation between uppercase and lowercase basic shapes is deemed positional rather than free since
the allographs are complementarily distributed: take a sentence-internal capitalized noun such as
<Essen> “food” in <Das Essen schmeckt gut.> “The food tastes good”. In this sentence, the lowercase
version <essen> (which graphematically represents the verb “to eat”) is not orthographically licensed
since that spelling would lead to an ungrammatical syntactic representation of the sentence (literally
translated as *“The to eat tastes good”). The random capitalization of individual basic shapes that are not
word initial is also not orthographically licensed, so it would be incorrect to write *<Das EssEn schmeckt
gut.>.?” Obviously, uppercase basic shapes have certain contexts in which they are licensed, while
lowercase basic shapes — as the default — occur in all other contexts.

To sum up, in the context of this proposal of types of allography, uppercase and lowercase basic
shapes do not instantiate distinct graphemes but are allographs of the same graphemes.

4.4 Nonallographic types of graphematic variation

In the hierarchy of units of writing systems, allography as proposed here stops at the level of graphemes:
while basic shapes assigned to the same grapheme (and, thus, representing the same linguistic unit) are
allographs, graphemes which represent the same linguistic unit are not allographs. This is a trivial
observation: since they are already separate graphemes, they cannot simultaneously be allographs. They
are, however, graphematic variants of some sort. To distinguish between these two cases, Berg’s (2016: 17)
typology is useful: graphematic variation in the narrow sense includes variation between written units that
does not correspond with a change in phonological representation, meaning, or categorical structure.?8 As
such, it corresponds with allography as defined here. On the other hand, graphematic variation in the
broad sense includes variation between written units that corresponds with changes in phonological
representation and/or meaning and/or categorical structure. <far> and <far> is a case of graphematic
variation in the narrow sense and, thus, allography, while the pair <far> and <for> corresponds with a
change in phonological representation, meaning, and categorical structure and is thus an instance of
graphematic variation in the broad sense — not allography.

In the literature, there exist misconceptions about allography that are closely linked to the referential
definition of the grapheme (cf. Lockwood 2001) and the associated dependency hypothesis (cf. Diirscheid
2016: 36 f.) which is based on analyses of alphabetic writing systems and regards graphemes “as those
units that ‘stand for’ phonemes in written language, i.e. as phoneme signs” (Kohrt 1986: 84). This view is
confronted with several problems. As Giinther (1988: 76) points out, if graphemes are derived from
phonemes, there is no need for the concept of grapheme to begin with, as they would simply be written
labels for phonemes. In this view, allographs are those units that are used to write one phoneme, which
leads to the theoretically and terminologically absurd situation of assigning allographs to a phoneme

27 The all caps version <Das ESSEN schmeckt gut.> would, however, be licensed. Here, the uppercase basic shapes cease to
have any grammatical function and, as a suprasegmental form of highlighting, serve other functions instead.

28 Categorical structure is the sum of an expression's morphosyntactic constituent structure, i.e., {noun, singular,...} for a
word like song (cf. Berg 2016: 14).
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instead of to a grapheme. Take, for example, <f>, <v>, and <ph> in German. They are not allographs of a
grapheme <f> simply because they can all correspond with the phoneme /f/. <ph> is disqualified since
<p> and <h> are already graphemes individually, cf. the minimal pairs <Hass> “hatred” vs <Pass>
“passport” and <Haar> “hair” vs <Paar> “pair”. Also, when these graphemes occur together word
internally and do not represent /f/, they are separated by a morpheme (and syllable) boundary, cf. English
<hop.head>, German <Knapp.heit> “shortage”, <Desktop.hintergrund> “desktop wallpaper”, <Top.hits>
“top hits”. Also, there are minimal pairs <ph> vs <v>, resulting in a difference in meaning due to the fact
that <v> can also represent the phoneme /v/: <Phase> “phase” vs <Vase> “vase”. In cases in which they
both represent the same phoneme /f/, graphematic?® minimal pairs are still possible: <Phon> “phone” vs
<von> “from”. <f> and <v> are also not allographs solely on the basis that <f> always and <v> sometimes
corresponds with /f/. There are (even if only few) minimal pairs in which they both represent /f/, e.g.,
<Vetter> “cousin” vs <fetter> “fatter (comparative of fat)”, <viel> “much” vs <fiel> “(he) fell”, <Feilchen>
“little file” vs <Veilchen> “violet”. Additionally, there are minimal pairs where <v> and <f> refer to /v/
and /f/, respectively, such as <Verse> “verses” vs <Ferse> “heel” or <Vokal> “vowel” vs <fokal> “focal”.
Evidently, <f> and <v> can occur in the same positions in the syllable and the word, although their
distributions are not symmetrical.?®

Another difference between <f> and <v> and |o| and [g| is that the latter two exclusively represent the
same linguistic unit. They do not have the potential to represent phonemes other than /s/. In the case of
<f> and <v>, <f> corresponds with /f/, a correspondence that is unambiguous and context free (cf. Neef
2005: 56). <v>, however, commonly also refers to /v/, a phoneme that is by default represented by <w>.
With respect to <v>, Neef (2005: 69-71) speaks of an underdetermined correspondence rule, as it
sometimes refers to /f/, sometimes to /v/. In order to be allographs of one grapheme, |f| and |v| would
have to have stable correspondences with the same single linguistic unit, e.g., the phoneme /f/ —just as |a|
and |al, |o] and |g|, and |N| and |n| do, respectively. A single minimal pair in a writing system suffices to
disqualify them as allographs.

For an example from a nonalphabetic, abugidic (cf. Daniels 2017 for a definition) writing system, take
Thai. In Thai, the existence of 42 basic shapes that are in graphematic relations with only 21 consonant
phonemes results in a complex multi-grapheme-phoneme-correspondence, i.e., a situation in which
multiple graphemes correspond with a single phoneme. They are graphemes, however, and not
allographs, since there exist minimal pairs. The differently written words in these pairs have the same
phonological representation but different meanings. Consider <wn&> /phaay/ ‘paddle’ and <an&> /phaay/
‘part (of space or time)’ (cf. Brown 1988: 44). The contrast is constituted by <w> vs <a>. Even though the
shapes || vs || are in a graphematic relation with the same phoneme, they are still part of two distinct
graphemes precisely because of the existence of minimal pairs. These types of heterographic homophones
in Thai are treated extensively in Brown (1988: Chapter 4). What must be noted at this point is that an
analysis of graphematic variation in Thai is further complicated by the fact that lexical tones are marked
in a graphematically suprasegmental manner, i.e., constituted by multiple factors including also features
of consonant graphemes. Thus, whether two units in Thai are allographs can frequently not be decided
simply and solely on a segmental basis (i.e., with minimal pairs).

29 Note that this is not technically a minimal pair as there are two basic shapes that together form a contrastive graphematic sequence
instead of only one grapheme (such as <f>) that contrasts with <v>. Also, while graphematically, it is the consonant(s) in the onset that
form a contrast, phonologically, it is the vowel: <Phon> has the phonological representation /forn/ while <von> is decoded as /fon/.
30 In word-final position, <v> is very rare. It mostly occurs in the suffix <-iv> as in <attraktiv> “attractive”. Note that here, it
corresponds with /f/ because of final obstruent devoicing in German. In other forms of the paradigm, it corresponds with /v/ as
in <attraktive> since the syllable boundary precedes it: <attrakti.ve>.
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5 Orthographic variation

One type of variation that is marginal since it falls out of the realm of graphematics is orthographic variation.
Here, the fourth criterion of allography comes into play, (4) systematic vs normative. All of the types of
allography described above are systematic, which means that in each case, allographs are licensed units of
the graphetic and graphematic modules and the variation between them is an inherent feature of the writing
system. Orthographic variants do not fit neatly into this picture - they are normative in the sense of
representing a standard that does not have to correspond to the inner regularities of the writing system.

There exist many words that have more than one orthographically codified spelling. In some cases,
these words differ not only in one segment but are distinct in more than one respect. Examples in German
are *<Majondse> and <Mayonnaise> “mayonnaise”, *<Bravur> and <Bravour> “bravery”, and
*<Wandalismus> and <Vandalismus> “vandalism”, where the respective first variants, however, as
highlighted by the asterisks, are old variants since they were deemed incorrect by the Council for German
Orthography in 2016 (cf. Duden 2017: 18). Orthographic variants, crucially, are not part of the system if
they are decided on by orthographic authorities and are not motivated by users’ actual use of the writing
system. Note that if two variants are licensed orthographically, users must choose between them and stick
to their choice within a text for reasons of consistency. In this sense, orthographic variants are also of the
interinventory type.

6 Conclusion

The bundle of phenomena that can be subsumed under the heading of structural variation in writing has
not been treated systematically in the literature. This has various reasons, the most important of which is
the lack of established comparative concepts and terms that would allow a comparison of different types
of writing systems within a single framework. Against the background of a multimodular model of the
structure of writing systems and the universal definition of the basic concepts of writing — graph, basic
shape, and grapheme — a systematic analysis of allography becomes possible and reasonable.

Table 1 gives an overview of the two main types of allography proposed in this article. Graphetic
allography captures variation at the lowest levels of writing. It hinges on the criterion of visual similarity
and is, in this vein, conceptually similar to allophony. Concrete graphs are categorized into graph classes,

Table 1: Types of allography

Externally independent Externally determined
Graphetic Intrainventory Interinventory
allography graphs — graph classes graph classes — basic shapes
Visual similarity 2l Hazlll — llall [lall, llall, llall — |al
necessary
Graphematic Intrainventory Interinventory Intrainventory
allography Positional Free Positional
basic shapes — graphemes basic shapes — graphemes lowercase and
uppercase basic
shapes — graphemes
Visual similarity |o| (default), || (word-final) — <o> lal, la] — <a> [n], IN| = <n> (in all

not required cases except sentence-

[n| (default), N| (sentence-initial) — <N> [7] (print), |[m| (cursive handwriting, - AR
initial capitalization)

italic print) — <>
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which are abstractions of what graphs in an inventory — someone’s handwriting or a given typeface —
typically look like. These graph classes are in a paradigmatic relation and are allographs of a basic shape,
the most abstract graphetic unit characterized by salient visual features required for categorical
perception. Graphematic allography describes how basic shapes are associated with graphemes. In order
to be allographs of a grapheme, basic shapes do not need to be visually similar. Accordingly, graphematic
allography can be compared to allomorphy, where allomorphs can exhibit phonological similarity but
do not have to. Two types of graphematic allography are distinguished based on the question of whether
allographs occur in the same context, i.e., the same inventory used for writing. This leads to a
characterization of the relevant criteria in the assumption of subtypes of allography.

Besides visual similarity, a decisive criterion is whether allographs can occur within the same
(part of a) text instantiated in the same inventory. If they cannot, they are in a paradigmatic relation that
depends on the inventory chosen to produce a text. A person who uses the basic shape |a| to instantiate
the grapheme <a> in their handwriting will likely not switch to |a| within the same text. If allographs do
occur together in an inventory, they are complementarily distributed with respect to position: the
positional allographs of an Arabic grapheme logically occur simultaneously within a text if the grapheme
in question can occupy multiple or all positions within a word. While they are distinct criteria, inter- vs
intrainventory and free vs positional are expected to only occur in the combinations interinventory free and
intrainventory positional.3* Note that “free” in this case means that the choice of a variant is free: when
writing by hand, one can choose between |g| and |g|, and when typing, one can choose a typeface that
uses either |g| or |g|. But once a choice has been made, the use is not “free” in that one can freely alternate
between |g| and |g|.

The difference between interinventory graphematic allography and intrainventory graphematic
allography can also be captured as a difference between stylistic vs systematic allography. Using either |a|
or |a| is a personal —and free — choice that, essentially, boils down to style or other (e.g. sociolinguistic)
factors (cf. Bunci¢ 2016). It means choosing one of a series of inventories including different possible
allographs, sticking with the choice throughout the writing process, and thereby discarding all the other
allographs. Intrainventory graphematic allography, on the other hand, is systematic in that all allographs
are simultaneously integral parts of the system. If one wants to write in Arabic, all positional allographs
need to be used in their specific positions. There is no choice.

More marginal cases of variation in writing include graphematic variation in the broad sense, i.e.,
when different graphemes or sequences of graphemes have the potential to refer to the same linguistic
unit (e.g. phoneme, morpheme) but still produce minimal pairs that constitute a lexical contrast, cf.
German <viel> “much” vs <fiel> “(he) fell” where both <v> and <f> refer to /f/ but are lexically
contrastive, making them graphematic variants in the broad sense but not allographs. Moreover, there
exist orthographic variants that are dependent on the externally codified standardization of the writing
system. Spelling reforms, etc., produce variants that — at least for some time — are codified as coexisting
correct variants and thus, similar to intrainventory allography, give users a choice (or, seen differently,
require a choice from them).

This proposal of types of allography is only a descriptive starting point. It needs to be refined by
means of more examples from a greater typological variety of writing systems, primarily with examples
from the often highly complex abugidas that exhibit different allographic phenomena (cf., for some
examples, Meletis 2019: 39-41). Finally, the next necessary step in attaining a better understanding of
allography is to investigate how the proposed typology reflects the psychological reality of how written
variation is processed by readers and writers. In this context, this proposal can serve to systematize the
existing research and to guide the design of future research.

31 They are distinct criteria because there is at least the theoretical possibility of intrainventory free and interinventory
positional allography. An analysis that incorporates data from even more of the world’s diverse writing systems might reveal
instances of these types of allography.



DE GRUYTER Types of allography =—— 265

References

Arditi, Aries, and Jianna Cho. 2005. “Serifs and font legibility.” Vision Research 45 (23): 2926-33. doi: 10.1016/
j.visres.2005.06.013

Berg, Kristian. 2016. “Graphematische Variation (Graphematic variation).” In System, Norm und Gebrauch - drei Seiten
derselben Medaille? Orthographische Kompetenz und Performanz zwischen System, Norm und Empirie (System, norm,
and use — three sides of the same coin? Orthographic competence and performance between system, norm, and empirical
evidence), ed. Birgit Mesch, Christina Noack, 9-23, Baltmannsweiler: Schneider Hohengehren.

Berg, Kristian, and Martin Evertz. 2018. “Graphematik — die Beziehung zwischen Sprache und Schrift (Graphematics - the
relationship between language and writing).” In Linguistik — Eine Einfiihrung (nicht nur) fiir Germanisten, Romanisten und
Anglisten (Linguistics — an introduction (not only) for Germanists, Romanicists, and Anglicists), ed. Stefanie Dipper,
Ralf Klabunde, Wiltrud Mihatsch, 187-95. Berlin: Springer. doi: 10.1007/978-3-662-55589-7_10

Berg, Kristian, Beatrice Primus, and Lutz Wagner. 2016. “Buchstabenmerkmal, Buchstabe, Graphem (Letter feature, letter,
grapheme).” In Handbuch Laut, Gebdrde, Buchstabe (Handbook sound, sign, letter) (Handbooks of Linguistic
Knowledge 2), ed. Ulrike Domahs, Beatrice Primus, 337-55. Berlin, Boston: De Gruyter. doi: 10.1515/9783110295993-019

Brown, Adam. 1988. Homophones and homographs in Thai, and their implications (Forum Phoneticum 43). Hamburg: Helmut
Buske.

Bunci¢, Daniel. 2016. “A heuristic model for typology.” In Biscriptality: a sociolinguistic typology (Akademiekonferenzen 24),
ed. Daniel Bun¢i¢, Sandra L. Lippert, Achim Rabus, 51-71. Heidelberg: Winter.

Changizi, Mark A., Qiong Zhang, Hao Ye, and Shinsuke Shimojo. 2006. “The structures of letters and symbols throughout
human history are selected to match those found in objects in natural scenes.” The American Naturalist 167 (5):
E117-E139. doi: 10.1086/502806

Coulmas, Florian. 1996. The Blackwell encyclopedia of writing systems. Oxford: Wiley-Blackwell.

Daniels, Peter T. 2017. “Writing systems.” In The handbook of linguistics, ed. Mark Aronoff, Janie Rees-Miller, 2nd ed. 75-94.
Oxford: Wiley-Blackwell. doi: 10.1002/9781119072256.ch5

Duden. 2017. Duden. Die deutsche Rechtschreibung (German orthography). 27th ed. Berlin: Dudenredaktion.

Diirscheid, Christa. 2016. Einfiihrung in die Schriftlinguistik (Introduction to grapholinguistics). 5th ed. Gottingen:
Vandenhoeck & Ruprecht.

Friedmann, Naama, and Manar Haddad-Hanna. 2012. “Letter position dyslexia in Arabic: from form to position.” Behavioural
Neurology 25 (3): 193-203. doi: 10.1155/2012/296974

Fuhrhop, Nanna, and Jorg Peters. 2013. Einfiihrung in die Phonologie und Graphematik (/ntroduction to phonology and
graphematics). Stuttgart: Metzler.

Galambos, Imre. 2015. “Variant characters.” In Encyclopedia of Chinese language and linguistics, ed. Rint Sybesma, Leiden:
Brill. doi: 10.1163/2210-7363_ecll_COM_00000438

Gauthier, Isabel, Alan C.-N. Wong, William G. Hayward, and Olivia S. Cheung. 2006. “Font tuning associated with expertise in
letter perception.” Perception 35 (4): 541-59. doi: 10.1068/p5313

Gliick, Helmut. 2016. “Schrift (Writing).” In Metzler Lexikon Sprache (Metzler encyclopedia of language), ed. Helmut Gliick,
Michael Rodel, 5th ed. 593-94. Stuttgart: Metzler.

Giinther, Hartmut. 1988. Schriftliche Sprache: Strukturen geschriebener Worter und ihre Verarbeitung beim Lesen (Written
language: structures of written words and their processing during the reading process) (Konzepte der Sprach- und
Literaturwissenschaft 40). Berlin, Boston: De Gruyter. doi: 10.1515/9783110935851

Giinther, Hartmut. 1990. “Typographie, Orthographie, Graphetik. Uberlegungen zu einem Buch von Otl Aicher (Typography,
orthography, graphetics. Thoughts on a book by Otl Aicher).” In Zu einer Theorie der Orthographie. Interdisziplindre
Aspekte gegenwirtiger Schrift- und Orthographieforschung (On a theory of orthography. Interdisciplinary aspects of
current research on writing and orthography) (Reihe Germanistische Linguistik 99), ed. Christian Stetter, 90-103. Berlin,
Boston: De Gruyter. doi: 10.1515/9783111372280.90

Hamp, Eric P. 1959. “Graphemics and paragraphemics.” Studies in Linguistics 14 (1-2): 1-5.

Herrick, Earl M. 1974. “A taxonomy of alphabets and scripts.” Visible Language 8 (1): 5-32.

Koch, Peter, and Wulf Oesterreicher. 1985. “Sprache der Nahe — Sprache der Distanz: Miindlichkeit und Schriftlichkeit im
Spannungsfeld von Sprachtheorie und Sprachgeschichte (Language of immediacy - language of distance: orality and
literacy between language theory and language history).” Romanistisches Jahrbuch 36: 15-43.

Kohrt, Manfred. 1986. “The term ‘grapheme’ in the history and theory of linguistics.” In New trends in graphemics and
orthography, ed. Gerhard Augst, 80-96. Berlin, Boston: De Gruyter. doi: 10.1515/9783110867329.80

Kohrt, Manfred. 1990. “Die ‘doppelte Kodifikation’ der deutschen Orthographie (The ‘double codification’ of German
orthography).” In Zu einer Theorie der Orthographie: interdisziplindre Aspekte gegenwidrtiger Schrift- und
Orthographieforschung (On a theory of orthography. Interdisciplinary aspects of current research on writing and
orthography) (Reihe Germanistische Linguistik 99), ed. Christian Stetter, 104-44. Boston, Berlin: De Gruyter.
doi: 10.1515/9783111372280.104

Ladd, D. Robert. 2014. Simultaneous structure in phonology. Oxford: OUP.



266 =—— Dimitrios Meletis DE GRUYTER

Lockwood, David G. 2001. “Phoneme and grapheme: how parallel can they be?” LACUS Forum 27: 307-316.

Maas, Utz. 1992. Grundziige der deutschen Orthographie (Foundations of German orthography) (Reihe Germanistische
Linguistik 120). Berlin, Boston: De Gruyter. doi: 10.1515/9783111376974

Majidi, Mohammad-Reza. 1996. Einfiihrung in die arabisch-persische Schrift (Introduction to Arabic-Persian script). Hamburg:
Helmut Buske.

Meletis, Dimitrios. 2015. Graphetik: Form und Materialitit von Schrift (Graphetics: Form and materiality of writing). Gliickstadt:
Verlag Werner Hiilsbusch.

Meletis, Dimitrios. 2019. "The grapheme as a universal basic unit of writing." Writing Systems Research 11 (1): 26-49. doi:
10.1080/17586801.2019.1697412.

Meletis, Dimitrios. (n.d.) “Reintroducing graphetics: the study of the materiality of writing.” Scripta (in press).

Neef, Martin. 2005. Die Graphematik des Deutschen (The graphematics of German) (Linguistische Arbeiten 500). Berlin,
Boston: De Gruyter. doi: 10.1515/9783110914856

Neef, Martin. 2015. “Writing systems as modular objects: proposals for theory design in grapholinguistics.” Open Linguistics
1: 708-21. doi: 10.1515/0pli-2015-0026

Neef, Martin, Said Sahel, and Riidiger Weingarten (ed.). 2012. Schriftlinguistik (Grapholinguistics) (Dictionaries of Linguistics
and Communication Science 5). Berlin, Boston: De Gruyter.

Parush, Shula, Vered Pindak, Jeri Hahn-Markowitz, and Tal Mazor-Karsenty. 1998. “Does fatigue influence children’s
handwriting performance?” Work 11 (3): 307-313. doi: 10.3233/WOR-1998-11307

Primus, Beatrice. 2006. “Buchstabenkomponenten und ihre Grammatik (Components of letters and their grammar).”

In Orthographietheorie und Rechtschreibunterricht (Theory of orthography and spelling instruction) (Linguistische
Arbeiten 509), ed. Ursula Bredel, Giinther Hartmut, 5-43. Berlin, Boston: De Gruyter. doi: 10.1515/9783110921199.5
Primus, Beatrice. 2010. “Strukturelle Grundlagen des deutschen Schriftsystems (Structural foundations of the German writing

system).” In Schriftsystem und Schrifterwerb: linguistisch — didaktisch — empirisch (Writing system and literacy
acquisition: linguistically, didactically, empirically) (Reihe Germanistische Linguistik 289), ed. Ursula Bredel, Astrid
Miiller, Gabriele Hinney, 9-46. Berlin, Boston: De Gruyter. doi: 10.1515/9783110232257.9

Qiu, Xigui. 2000. Chinese writing, Translated by Gilbert L. Mattos, Jerry Norman, Berkeley: Society for the Study of Early China.

Rezec, Oliver. 2013. “Ein differenzierteres Strukturmodell des deutschen Schriftsystems (A more differentiated structural
model of the German writing system).” Linguistische Berichte 234: 227-254.

Rogers, Henry. 2005. Writing systems: a linguistic approach. Oxford: Wiley-Blackwell.

Sampson, Geoffrey. [1985] 2015. Writing systems: a linguistic introduction, 2nd ed. Bristol: Equinox.

Sanocki, Thomas, and Mary C. Dyson. 2012. “Letter processing and font information during reading: beyond distinctiveness,
where vision meets design.” Attention, Perception, & Psychophysics 74 (1): 132-145. doi: 10.3758/s13414-011-0220-9

Schmidt, Karsten. 2016. “Der graphematische Satz: Vom Schreibsatz zur allgemeinen Satzvorstellung (The graphematic
sentence: from the written sentence to a general concept of sentence).” Zeitschrift fiir germanistische Linguistik 44 (2):
215-256. doi: 10.1515/zgl-2016-0011

Share, David L., and Peter T. Daniels. 2016. “Aksharas, alphasyllabaries, abugidas, alphabets and orthographic depth:
reflections on Rimzhim, Katz and Fowler (2014).” Writing Systems Research 8 (1): 17-31. doi: 10.1080/
17586801.2015.1016395

Spitzmiiller, Jiirgen. 2013. Graphische Variation als soziale Praxis. Eine soziolinguistische Theorie skripturaler ‘Sichtbarkeit’
(Graphic variation as social practice: a sociolinguistic theory of scriptural ‘visibility’) (Linguistik — Impulse & Tendenzen 56).
Berlin, Boston: De Gruyter. doi: 10.1515/9783110334241

Van Drempt, Nadege, Annie McCluskey, and Natasha A. Lannin. 2011. “A review of factors that influence adult handwriting
performance.” Australian Occupational Therapy Journal 58 (5): 321-328. doi: 10.1111/j.1440-1630.2011.00960.x

Veith, Werner H. 1973. “Voriiberlegungen zu einer grapheologischen Theorie (Preliminary considerations about a
graphological theory).” In Materialien zur Rechtschreibung und ihrer Reform (Materials on orthography and its reform),
ed. Werner H. Veith, Frans Beersmans, 1-13. Wiesbaden: Franz Steiner.

Wong, Kimberly, Frempongma Wadee, Gali Ellenblum, and Michael McCloskey. 2018. “The devil’s in the g-tails: deficient
letter-shape knowledge and awareness despite massive visual experience.” Journal of Experimental Psychology: Human
Perception and Performance 44 (9): 1324-35. doi: 10.1037/xhp0000532

Yakup, Mahire, Wayit Abliz, Joan Sereno, and Manuel Perea. 2014. “How is letter position coding attained in scripts with
position-dependent allography?” Psychonomic Bulletin & Review 21 (6): 1600—6. doi: 10.3758/513423-014-0621-6



	1 Introduction
	2 A brief overview of structural grapholinguistics
	3 Graphetic variation and allography
	3.1 Intrainventory graphetic allography
	3.2 Interinventory graphetic allography
	3.3 Suprasegmental graphetic variation

	4 Graphematic variation and allography
	4.1 Interinventory free graphematic allography
	4.2 Intrainventory positional graphematic allography
	4.3 The special case of case
	4.4 Nonallographic types of graphematic variation

	5 Orthographic variation
	6 Conclusion
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /POL (Versita Adobe Distiller Settings for Adobe Acrobat v6)
    /ENU <FEFF0056006500720073006900740061002000410064006f00620065002000440069007300740069006c006c00650072002000530065007400740069006e0067007300200066006f0072002000410064006f006200650020004100630072006f006200610074002000760036>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


